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ABSTRACT
In this paper we propose a novel bottom-up visual saliency

detection model by analysis of image complexity. Compared

with existing works, we emphasize the important impact of

image complexity on saliency detection. Inspired by the free

energy theory, a hybrid parametric and non-parametric model

is used to estimate the complexity of a visual signal. Taking

the image complexity as a new feature, this paper constructs

a heuristic framework to systematically combine two differ-

ent types of saliency detection models, separately using local

and global features, in order to predict human fixation points

more accurately. In contrast to classical and modern models,

our algorithm has achieved noticeably superior results. And

furthermore, it is worthy to stress that the proposed saliency

detection method can also help to facilitate the performance

of image quality metrics on popular image databases.

Index Terms— Saliency detection, image complexity

1. INTRODUCTION

By removal of redundant information, saliency detection

plays a critical role in promoting various kinds of image pro-

cessing and computer vision applications [1]. For instance,

as for image quality assessment (IQA), the distortions ap-

peared in salient areas are easily arousing attentions and thus

severely degrade the visual quality of an image. To this aim,

several eye-tracking experiments are conducted to obtain the

real visual saliency map for weighting, and gained promising

results compared with the case without considering visual

saliency [2, 3]. In the pursuit of efficacy and efficiency, many

IQA approaches have incorporated computed visual salien-

cy algorithms for similarity measure or weighting [4-6]. In

addition, visual saliency also helps to facilitate the study of

automatic image contrast enhancement algorithm [7-9]. So

a fast and faithful computational model is highly desired for

visual saliency detection in the encountered scene.

The last 25 years have witnessed the emergence of over

hundreds saliency detection techniques [10]. This number is

estimated to be continually growing in the future. In terms
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of different attentional mechanisms, existing methods can

roughly fall into two types. The first one is top-down task-

dependent methods requiring prior knowledge about visual

content. The second one is bottom-up stimulus-driven meth-

ods relying on the self information of the image itself.

In this paper we focus our attention on exploring bottom-

up models. Many of this type of techniques were developed to

seek for locations by maximizing local saliency with biologi-

cally motivated local features [11-15]. These features, which

mainly consist of intensity, edge, texture, color and orienta-

tion, are inspired by neural responses in lateral geniculate nu-

cleus and V1 cortex. Part of other technologies rely on glob-

al features [16-19], in which salient areas are detected from

a visual signal in transform domains. On the basis of glob-

al considerations, this type of methods have the advantages

of quickly and precisely finding visual “pop-outs” by locat-

ing possible salient objects. Very recently, it was found that

there exist some limitations in only local or global features

for visual saliency detection. As thus, an increasing number

of researches have concentrated on taking account of both two

types of features [20-22]. The majority of them were devel-

oped based on complementary strategies, thereby obtaining

remarkable high performance.

In spite of numerous saliency detection models explored

during the last decades, very few efforts were applied to in-

vestigate the influence of image complexity. In fact, image

complexity was found to possess strong impact on the visual

saliency detection techniques. Simply speaking, for compar-

atively low-complexity images of obviously separated fore-

ground objects and background regions, their salient areas

can be easily detected with properly downsampling before

local comparisons. On the contrary, for comparatively high-

complexity images that do not have definite foreground and

background layers, global-consideration-based saliency de-

tection models are more appropriate for predicting the salient

areas. Enlightened from this, we in this paper propose a nov-

el complexity-weighted saliency detection model, dubbed as

CWS, which uses image complexity feature as a weighting to

systematically fuse local and global features.

Compared with existing works for visual saliency detec-

tion, this paper has made four major contributions as given

below: 1) to the best of our knowledge, this work is the first



one considering image complexity features into building the

saliency detection model; 2) our saliency detection technique

has achieved the best fixation prediction performance to date;

3); the proposed strategy is general to be extended to merging

different types (global and local) of saliency detection meth-

ods towards better performance; 4) our model can be also in-

serted into our recent IQA framework leading to the currently

highest performance with human subjective ratings.

The remainder of this paper are organized as follows: Sec-

tion 2 details the CWS saliency detection technique. In Sec-

tion 3, comparative tests validate the superiority of our CWS

algorithm over classical/state-of-the-art relevant models. In

Section 4, a new CWS-based IQA metric is calibrated and it-

s performance is conducted on the popular image databases

to prove its higher accuracy than state-of-the-art competitors.

Finally, we conclude the whole paper in Section 5.

2. SALIENCY DETECTION MODEL

Most of existing saliency detection techniques are based on

the features of intensity, edge, texture, color, orientation, etc.

However, we find that image complexity, as an essential at-

tribute of visual signals, has a vital influence on visual salien-

cy detection. As for comparatively low-complexity images,

they usually have definitely separated foreground objects and

background regions. Therefore we are able to search for their

saliency maps through first downsampling the input image

signal properly and then conducting local comparisons. Con-

versely, it is not easy to clearly distinguish foreground and

background layers in images of comparatively high complex-

ity. In this regard, it was found that using global-based strat-

egy is more suitable for detecting salient regions. The pro-

posed CWS technique is established based on this inspira-

tion, namely computing image complexity feature to weight

and combine local and global features.

Given an input visual signal, we first introduce how to es-

timate image complexity. According to our previous works

[23-25], the free energy based brain theory is proved to have

a very close relation to human sensation of visual saliency

and quality. As a consequence, the free energy principle is

used for measuring the image complexity. To be more con-

cretely, the free energy principle can be regarded as a unified

brain theory combining popular brain theories in biological

and physical sciences [26]. Essentially, this principle makes a

basic premise that the human cognitive process is controlled

by a so-called internal generative model in the brain. Using

this internal generative model, the brain is capable of analyz-

ing and predicting the given scene in a constructive way. In

other ways, we can also consider this way to be a probabilistic

model consisting of a likelihood term and a prior term. In the

following, the HVS is to interpret the posterior possibilities of

the given scene. It is obvious that, since the generative model

is unable to work well everywhere, there must be a “surprise”

gap of the input image and the brain’s explanation, which we

suppose is closely connected to image complexity.

In reality, free energy measures the difference (the error

map) between an image and its output best prediction inferred

by the internal generative model. In the computed error map,

high-value pixels stand for what cannot be well explained by

the generative model, namely “surprise”. On the opposite,

low-value pixels stand for what can be easily predicted. We

can obtain this error map via free-energy minimization. As

analyzed in [27], minimizing free energy is quite similar to

the predictive coding, and it can be as the entropy of the resid-

ual error map of the input image and its explained one.

Though the autoregressive model (AR) is simple and can

simulate a wide range of natural scenes [23, 24], it is not al-

ways stable at image edges. Another commonly used opera-

tor, the non-parametric bilateral filter (BL), is also introduced

for the sake of its good edge-preserving ability. So we assign

the internal generative model to be a hybrid parametric and

non-parametric model (HPNP) through integrating the para-

metric AR model and the non-parametric BL filter.

To be more specific, we conduct the AR operator in each

proper-size local patch, as defined to be

yi = Γθ(yi)u+ êi (1)

where yi represents the pixel value at the location xi of the

input image I; Γθ(yi) defines the θ member neighborhood

vector, u = (u1, u2, ..., uθ)
T is a vector of AR parameters;

êi indicates a difference term between input pixel values and

output predictions. In order to determine u, we can express

the linear system in a matrix way as

û = argmin
u
‖y− Yu‖2 (2)

where y = (y1, y2, ..., yθ)
T ; Y(i, :) = Γθ(yi). This linear

system can be solved with the least square method as û =
(YT Y)−1YT y. The BL filter is a classical non-linear model

and we can easily construct and compute it [28]. The BL filter

can be expressed by

yi = Γθ(yi)v + ẽi (3)

where v = (v1, v2, ..., vθ)
T is a vector of BL filter coeffi-

cients; ẽi is an error term. The vector v consists of two con-

trolling factors: (i) the spatial Euclidean distance between xi

and xj ; (ii) the photometric distance between yi and yj . On

this basis, BL filter coefficients can be defined as

vj = exp
(−‖xi − xj‖2

2σ2
x

+
−(yi − yj)

2

2σ2
y

)
(4)

where σx and σy are fixed as constants for balancing the rel-

ative importance of the spatial and photometric distances.

The error map of the input visual signal and the output

best explanation is obtained by integrating the AR model and

BL filter. The pixel value ỹi at the location xi in the error map



Fig. 1. The framework of our saliency detection model.

can be computed by

ỹi =
Γθ(yi)û+ wΓθ(yi)v

1 + w
(5)

where w is a fixed positive number to adjust the relative im-

portance of above two components. The resultant image com-

plexity can be estimated as the entropy of the error map

Ic = −
∫
i

p(i) log p(i)di (6)

where p(i) indicates the probability density of grayscale i in

the error map.

After computing the image complexity, it will be used as

weights to combine local and global features for visual salien-

cy detection. Note that, on one hand, the proposed model

is an heuristic general framework, not merely for some fea-

tures, and on the other hand, we wish the interested readers

are able to easily copy our idea into their researches towards

better fixation prediction performance. Therefore, we instead

choose the recently proposed two models, namely local-based

FES [15] and global-based BMS [19], for the sake of their at-

tributes and high accuracy.

The proposed CWS saliency detection technique employs

image complexity to combine BMS and FES models, as de-

picted in Fig. 1. Specifically, assuming an input visual signal

I , we first separately generate saliency maps via BMS and

FES strategies. Then we estimate its image complexity Ic to

discriminate high- and low-complexity images for discrimi-

nation before choose the better saliency detection scheme:

Scws =
Sfes + γSbms

1 + γ
(7)

where ξthr is a fixed positive constant; Sfes and Sbms stand

for saliency maps detected using FES and BMS models; γ is

computed by

γ = φFs(Ic−ξthr) (8)

where Fs is used to obtain the sign; φ is a constant base num-

ber greater than 1. In this case, γ is a continuously chang-

ing parameter towards better integrating two different types

of saliency techniques.

3. EXPERIMENTAL RESULTS

The fixation prediction performance of the proposed FES

saliency detection technique is validated using three popular

databases including Toronto dataset [14], FIFA dataset [13]

and MIT dataset [20]. We elaborately choose up to nine algo-

rithms, which are composed of classical Itti [11], AIM [14],

Judd [20] models, and prevailing SigSal [17], HFT [18], LG

[21], CAS [22], FES [15], BMS [19] models.

The quantified comparison is conducted against existing

relevant technologies. For each image, the shuffled ROC Area

Under the Curve (sAUC) score is first computed to testify the

consistency between a particular saliency map and a group of

fixations, as used in recent works [15, 17, 19]. Note that, as

for sAUS, the chance level is 0.5 while the perfect prediction

is 1.0. We take an example in Fig. 2, in which the blue curve

shows the ROC curve computed on the sample image in Fig.

1 with our CWS model and three modern techniques, while

the red diagonal dash line indicates the chance level. Results

verified that the area under the blue curve of each of popular

SigSal, FES and BMS models has achieved very promising

sAUS scores, respectively 0.8517, 0.8693 and 0.8639. By

comparison with the proposed CWS algorithm, however, the

sAUC score of our model is up to 0.8804, the highest one

across the all and remarkably superior to competitors.

We furthermore compute and illustrate the sAUC scores

of the nine testing saliency detection models and the proposed

CWS technique on three eye tracking datasets and their direc-

t averages in Table 1. In the first classical Toronto dataset,

our approach achieves the top performance across all testing

algorithms, with a gain over the second FES and BMS of larg-

er than 2%. In the second FIFA dataset concentrating on the

face detection, our CWS method is also of noticeable supe-

riority to other testing ones. The performance gain is about

0.8% relative to the second-performer FES and 3.4% relative

to the third-performer BMS. The results may tell one mer-

it of our approach regarding its good ability to help promote

the scientific research and practical application of face-related

technologies. In the last large-scale MIT dataset, our tech-

nique still obtains the first place, exceeds the second-place

BMS with a gain about 1.6%. Finally, we compute and com-

pare the average performance across all testing methods, and

the results demonstrate the superiority of our CWS approach

over state-of-the-art competitors.

One important point should be laid stress on at last. By

introducing a novel feature− image complexity, we have pro-

posed a general framework to properly combine image com-

plexity, local and global features for visual saliency. It is nat-

ural that the proposed CWS saliency detection technique is

able to perform the best across all the testing relevant meth-

ods in fixation prediction. A successful technology had better

be inserted into some applications and bring remarkable per-

formance gains. In the next section, we will illustrate how to

apply our CWS to derive a high-accuracy IQA metric.



(a) SigSal (b) FES

(c) BMS (d) CWS

Fig. 2. The blue curve shows the ROC curve of four models on

the sample image given in Fig. 1, with the red reference dash line

indicating the chance level of 0.5. The area under the blue curve of

SigSal, FES and BMS models are 0.8517, 0.8693 and 0.8639. In

contrast, that of our CWS technique is up to the highest 0.8804.

4. APPLICATION TO QUALITY ASSESSMENT

It has been argued that visual saliency is the product of brain

activity and a good relevant model should simulate the brain

process of perceiving visual signals, e.g. for saliency detec-

tion or quality assessment. In reality, on the one hand visual

saliency and quality have shared several application scenar-

ios, such as image/video coding and tone mapping, and on

the other hand they still strongly interact each other. For ex-

ample, distortions in salient areas wield more influence on

the overall image quality score than those in other areas and

this has been widely used in dozens of IQA methods [2, 3, 4].

Taking account of the close connection between visual salien-

cy and perceived quality, in this paper we insert the proposed

CWS saliency detection model into a IQA framework given

in [29], in order to contribute a new more effective quality

metric and simultaneously to indirectly demonstrate that the

effectiveness of our CWS technique for the tasks of saliency

detection and quality assessment.

In our recent work [29], a very fast and faithful IQA

metric, dubbed as LTG, has been proposed and its extremely

high performance has been fully validated on popular four

large-scale image databases. The LTG model is composed

of three components, which separately consider the global

degradation, particular degradation with intensity distributed

non-uniformly and chrominance information distortion. De-

tails about the three terms (Gg , Gl and PmQm) can be found

in [29]. The influence of visual saliency on the visual quality

is, however, overlooked in our previous LTG algorithm. To

address this issue, the LTG model is improved by incorporat-

ing the saliency maps computed using CWS on the reference

and distorted images to be compared as the fourth componen-

t. To specify, we consider using the proposed CWS model to

Table 1. Comparison of Shuffled-AUC scores.

Models Toronto FIFA MIT Average

Itti [11] 0.6565 0.6727 0.6424 0.6572

AIM [14] 0.6822 0.7234 0.6674 0.6910

Judd [20] 0.6838 0.7083 0.6588 0.6836

SigSal [17] 0.7053 0.7281 0.6682 0.7005

HFT [18] 0.6897 0.6987 0.6513 0.6799

LG [21] 0.6880 0.6737 0.6717 0.6778

CAS [22] 0.6919 0.7104 0.6681 0.6902

FES [15] 0.7197 0.7541 0.6871 0.7203

BMS [19] 0.7197 0.7352 0.6915 0.7155

CWS (Pro.) 0.7305 0.7601 0.7023 0.7310

Table 2. Performance comparison of distinct IQA methods.

SRCC LIVE TID2008 CSIQ TID2013 Average

GSI [34] 0.956 0.850 0.910 0.794 0.878

IGM [35] 0.958 0.890 0.940 0.809 0.900

GMSD [36] 0.960 0.890 0.957 0.804 0.903

LTG [29] 0.958 0.906 0.959 0.883 0.927

Proposed 0.965 0.910 0.963 0.887 0.931

compute the saliency maps of the reference and distorted im-

ages, denoted by Sr and Sd, and define the fourth component

as the similarity of Sr and Sd, S = min(Sr,Sd)+C
max(Sr,Sd)+C , where

C is a fixed constant for increasing the stability. We final-

ly combine the above-mentioned four components together,

QS = Gl

Gg
· S · Pm ·Qm, leading to our new IQA metric.

The new IQA metric is verified using the four large-scale

databases, LIVE [30], TID2008 [31], CSIQ [32] and TID2013

[33]. We select recently designed GSI [34], IGM [35], GMS-

D [36] and LTG [29] for comparison. As suggested by the

VQEG [37], we first map the objective predictions of each

testing IQA technique to subjective scores using nonlinear re-

gression with a five-parameter logistic function. Then, the

most representative performance measure, SROCC, is used in

this work. As given in Table 2, the indices on each database

and the direct average across all the four databases are provid-

ed. It can be found that the proposed IQA metric has achieved

very promising performance. On each testing database and on

average, our IQA approach constantly performs the best.

5. CONCLUSION

In this paper we have proposed a new computational visual

saliency detection technique. By introducing a new impor-

tant feature of image complexity, we provide a simple general

framework to systematically combine global and local feature

for visual saliency functions. Experimental results on popu-

lar datasets demonstrate the superiority of our CWS saliency

detection model for fixation prediction tasks. Furthermore,

the proposed CWS model also can be effectively embedded

into a recent IQA method towards the presently highest per-

formance in terms of human subjective ratings.
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